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LONI brings:

+ fat pipes (40Gb/s) and vast
computing resources (100 Tflops)

- missing a distributed data
management and storage
infrastructure

Our Goals:
* Bring additional storage to LONI
 Provide a Cl for easy and efficient
storage, access, and management
of data.
“Let scientists focus on their science rather than
dealing with low level data issues. The CIl should

take care of that.”
CCT: Center for Computation & Technology @ LSU
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e Goal: Enable domain scientists to
focus on their primary research
problem, assured that the underlying
infrastructure will manage the low-
level data handling issues.

 Novel approach: Treat data storage
resources and the tasks related to
data access as first class entities just
like computational resources and
compute tasks.

10Gigabit/sec link

* Offline Resources

o Key technologies being developed: Data-aware storage
systems, data-aware schedulers (i.e. Stork), and cross-domain
meta-data scheme.

* Provides an additional 300TB disk, and 400TB tape storage
(and access to national storage facilities)
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_ Participating institutions in the PetaShare project, connected through
sjmalj‘aj LONI. Sample research of the participating researchers pictured
(i.e. biomechanics by Kodiyalam & Wischusen, tangible interaction by
Ulimer, coastal studies by Walker, and molecular biology by Bishop).
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Infrastructure Overview

local $ petafs -m Isu
local $ Is ~/petashare

. llsu
. |local § cd ~fpetashare/lsutempZone/home/GR1
* llocal $ cp /tmplsrcFile ./shareFile
Ylocal § Is

shareFile
local $ petafs -u Isu

PETAFS W@}

PETASHELL WA@}

local § petashell

pshell ~§ cd /petashare/uno/tempZone/home/GR1
pshell ~§ IS

shareFile

pshell ~$ Vi shareFile

"Hello PetaShare"

pshell ~$ exit

local $

local $ ppwd

fempZone/home/GR1

local $ pls

C- tempZone/home/GR1
shareFile

local $ pget shareFile ~/localFile

local $ cat ~/localFile

"Hello PetaShare"

local §

Eollecﬁons:

-tempZone
-home
-GR1
-shareFile
-GR2
-GR3
-trash

VEB INTERFACI
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tasShare

A system driven by the local needs (in
LA), but has potential to be a generic
solution for the broader community! A

For more information on PetaShare:
http://www.petashare.org

o0

The Large Hadron Collider (LHC) Tmm— . “ T 2MASSW J1217-03
E 3 4 in the constel




