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®* The story so far
* Overview of the Sanger Institute

°* How our data flow works today

°* How we u |RODS to manage petabytes of
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- At the IRODS user group
meeting at SC2013 we left with
the parting future work slide.

- What follows is a brief recap
and where we are now...
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* Simple scale-out architecture Next Gen
— Server with ~50TB direct

Sequencer

attached block storage Sequence

data over CIFS

— One per sequencer Production

sequencing cluster

— Running SAMBA for upload saging Somer i
from sequencer

HOTH

~ SequenCing data ~2 TBIday One of these for each of

33 sequencers

Aligned BAM/CRAM files
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* Simpler scale-out architecture
— Storage servers with ~50TB
Internal storage
— 220 CPU cores per server -
— 2256 GB RAM
— One per sequencer
— Running SAMBA for upload from data over GIFS
sequencer

storage/
compute node

Aligned CRAM files g
HOTE

One of these for each
sequencer

(\ VWEIICORIEREEUSE

Y =\1alel~]a

Ny | | —

Al 1<l
INSTUE



* Vendor-agnostic object store
— arbitrary metadata
— “microservices” operate on the data
— Rules apply micro services to the data

* Multiple federated zones
— Kerberos authentication from the
“portal zone”

° Data replicated using a rule
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sanger
(portal zone)
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iICAT
(Oracle RAC)

* Hardware
_ DDN SFA 10K iRODS Server

— Other vendors’ storage

Other vendors Other vendors

®* Oracle RAC cluster holds
metadata

SFA10K SFA10K

iIRES server iRES server

°* Two active-active resource
servers iIn different rooms
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®* Only two IRES servers per zone
— Large faillure domain
— Limited bandwidth

°* Large RAID arrays are expensive
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- We should probably keep our second copy offsite...

- Should be easy... We have two copies of the data, just ship one
elsewhere.

- A second DataCentre needed:
- JANET Shared Datacentre Project
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°* We had two copies available at all times
— Built the new third copy on site
— Test
— Shipped offsite
— Tested again
— Now freeing one local copy for re-use as new capacity

* Self-contained storage servers for small IRODS zones
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So far so good.
- Only one errant file permission so far observed.

- We did find some files that managed to sneak under the hood.
This required run through the IRODS iquest and checks on the

filesystem

- The last mile was, as always the hardest.




As always hard to predict. (it's not awesome... yet)
But we know we need:

Metric & Monitoring
Security

Federated authentication
Secure data




Number of bam, cram files added each day

111

CRAM BAM

iRods Processes - seq zone

15:40 15:45 15:50 15:55 16:00 16:05 16:10 16:15 16:20 16:25 16:30 16:35

igroupadmin baton-json-list iget imeta == baton-json-metamod == baton-json-metalist == jput == jguest == ips ichksum

== baton-json-chmod == jchmod == baton
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>t malaria ~

Used/Quota for malaria
70 Tri
85 Tri
80 Tri

85 Tri

malaria used malaria quota

Total file size in seqg-green replica (Pb)
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- Graphana with Influxdb, have proven very powerful, flexible and
allows for user reports as well:

- Scalability prediction
- Capacity management
- Problem management
- User advice




- £9million MRC funded collaborative bio-research project to provide:

- “The grant was given for Medical Bioinformatics: Data-Driven Discovery
for Personalised Medicine. The funding will be used to create ‘eMedLab’,
a shared offsite datacenter.”

http://www.uclpartners.com/news/partnership-receives-9-million-from-
mrc-towards-improving-data-research/

- Initial partners include:
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* Hosted at the Janet Shared Datacentre in Slough

THE
FRANCIS
CRICK
INSTITUTE

* Datacentre selected to meet IL3 and NHS security
requirements

® Connectivity to Janet and NHS N3 networks

® 6,000 cores, 5PB of storage, multi-tenant virtualised
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- At it's core the facility aims to provide:

- Common shared datasets

- IRODS has been selected as a part of this solution
- Virualised compute infrastructure based around OpenStack

- Cross Institute federated access and multi-tenant environment.

- The first significant production use of JANET Assent Federated access.




= Currently still based on 3.3.1 in production
- Stagnating

- 4.x stream has been a very rapidly developing feature stream, some
very much in demand, however they include:

- Many changes to the base
- Some include significant changes at the config layer
- Others include a complete re-structure to the resource and




- Re-evaluating 4.x in Q3 2015 and plan to upgrade shortly after if all
goes well.

- Looking to impliment:

- Hierarchal groups and replication.

- PAM - SSL authentication

- Full SSL data encryption of inflight data

- Split out metadata to an external db and impliment solr or elastic




°* The team
— Paul Woobey, IT Director
— Tim Cutts, Head of Scientific Computing
— Peter Clapham, Acting Informatics Systems Group

Team Leader

— Guy Coates, former ISG TL
— James Beal , John Constable Simon Fraser
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