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About
The Swedish National Infrastructure for Computing (SNIC) is a national research 

infrastructure that provides resources and user support for large scale computation 

and data storage.

The infrastructure shall meet the needs of researchers from many scientific disciplines 

and from many institutes for higher education and many research institutes.

The resources provided by SNIC are made available through open procedures such 

that the best Swedish research is supported and new research is facilitated.

SNAC - Swedish National Allocations Committee  - allocates SNIC resources.



About
The SNIC infrastructure is funded by the Swedish 

Research Council (Vetenskapsrådet) and the 

partners. SNIC is organized as a long-term project 

(2012-2016/2018), with its own Board. 

SNIC includes six partners. The partners (and their 

compute centres) in SNIC are Chalmers (C3SE), 

KTH (PDC), LiU (NSC), LU (Lunarc), UmU 

(HPC2N) and UU (UPPMAX). The centres 

provide resources, services, support and expertise 

and are (local) contact points for the users. 

http://www.vr.se/
http://www.snic.vr.se/about-snic/board-of-directors
http://www.snic.vr.se/about-snic/member-centres


About
SNIC will be reorganized from 2018 in order to achieve a structure more suited for 

long term governance and funding.

A consortium of ten Universities will govern SNIC to achieve long term sustainability.

SNIC will be funded by 50 % from the consortium and 50 % from the Swedish 

Research Council.
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● Publications in Nature, with 
mentioning of SNIC and Swestore

Problematic usage:
● Long term storage
● Secondary copy of active data
● Backup
● ...

http://creativecommons.org/licenses/by-nc-nd/3.0
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Data Management Planning:
● design research
● plan data management (formats, storage etc)
● plan consent  for sharing
● …

 

Creating Data:
● locate existing data
● collect data (experiment, observe, measure, 

simulate, ...)
● capture and create metadata
● ...

Processing and Analysing Data:
● enter data, digitise, transcribe, translate
● check, validate, clean data
● anonymise data where necessary
● describe data
● data enrichment 
● manage and store data
● interpret data
● derive data
● produce research outputs
● author publications
● prepare data for preservation
● document analysis and file manipulations
● manage file versions
● ...

Preserving Data:
● migrate data to best format
● migrate data to suitable medium
● backup and store data
● create metadata and 

documentation
● archive data
● ...

Giving Access to Data:
● distribute data
● share data
● control access
● establish copyright
● promote data
● ...

Re-Using Data:
● follow-up research
● new research
● undertake research reviews
● scrutinise findings
● teach and learn
● ...



Archiving (Preserving Data)
Swedish legal framework:

● Freedom of the Press Act, 
● Public Access to Information and Secrecy Act (OSL), 
● Personal Data Act (PUL), 
● Law on Ethical Review of Research
● Archives Act

Research data is to be regarded as a public document since it is stored or was produced at a public authority (University).

First, public documents belong to the public authority and research data is consequently not the property of the individual 
researcher but of the higher education institution (which normally is a public authority) where the researchers is employed.
Second, everyone who wishes to has the opportunity to request public documents from an authority, which means that we already 
have a passive form of open access. Research data that includes personal information is protected, however, by legislation 
regarding secrecy and integrity and any disclosure of such research data may only take place after special review.
Third, the higher education institutions are responsible for archiving and long-term preservation of research data produced by 
researchers employed by them.



For completed research projects
Raw data, such as data/information that you gathered from experiments, interviews and scientific calculations. The 
following types of records are raw data and could either be preserved or sorted out.

● Pictures or sound recordings
● Surveys
● Calculations and test results  
● Statistics
● Protocols from scientific researches

It is up to you to decide whether your raw data should be preserved or not. Take the following criteria into consideration 
when determining the future value of the raw data: future scientific value, historical value or general interest in the data.  
The research data that will be preserved must be organized in such a way that makes it as easy as possible for others to 
search within the material. Place the records in labelled archival boxes/files/electronic folders.

Please note that all raw data that will be sorted out must still be kept for at least 10 years after the financial 
reporting. 

The following records must be preserved:

● Project diaries
● Final reports, publications and articles
● Theses
● ...
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Process

SUPR

● Check for the open calls
● Register / Login to SUPR
● Choose a round 
● Create and submit proposal
● DMP
● Formalise SNAC (WG) role

SNAC
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Process

SUPR

● Check for the open calls
● Register / Login to SUPR
● Choose a round 
● Create and submit proposal
● DMP
● Formalise SNAC (WG) role
● Proposal approved
● User is informed 
● Identity Management updated

SNAC

● 14d for S and M allocation
● L allocation process missing

● Proposal approved 
● Confirmation mail about 

proposal sent
● Change monitoring scripts

○ User
○ SNIC username 
○ DN
○ Project
○ Directory (path)
○ E-mail
○ …

● Swestore information mail
○ Username
○ Project path
○ Temp password
○ Reset password 
○ Documentation link
○ .... 

● Grid Certificate
● Password (KRB/PAM)



Process

SUPR

● Check for the open calls
● Register / Login to SUPR
● Choose a round 
● Create and submit proposal
● DMP
● Formalise SNAC (WG) role
● Proposal approved
● User is informed 
● Identity Management updated
● Change password requested
● Storage resource available

SNAC



Process

SUPR SNAC

L

N

E



Process

SUPR SNAC



Process

SUPR SNAC



Process
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Process
RT (via support@swestore.se)
Documentation 
(Sphinx and GitHub)

Allocation status
(Munin)

GitHub
(configuration files)

Monitoring &
Alerting
(Observium,Munin, 
Ganglia, Nagios)

IBM Spectrum Protect
(Backup)



SNIC (Storage) Infrastructure
● Swestore dCache

○ NSC
○ C3SE
○ HPC2N
○ Lunarc

● Swestore iRODS
○ PDC
○ NSC

● Backup & Tape Infrastructure
○ PDC
○ NSC
○ HPC2N



SNIC (Storage) Operations

 

Service Coordinator
● SNIC Contact
● System upgrades
● Technology expert 
● Investment planning
● System architecture
● Advanced debugging
● Team leader
● Monitoring / Reporting 
● Needs deputy
● ...

~
Service Team

● Operator on duty
● User Support
● Documentation 
● SysAdmin/Ops
● ...

● Swestore dCache
○ NSC
○ C3SE
○ HPC2N
○ Lunarc

● Swestore iRODS
○ PDC
○ NSC

● Backup & Tape Infrastructure
○ PDC
○ NSC
○ HPC2N



SNIC (Storage) Activity Plan: 2017

Archivematica is a digital preservation system that automates the process of preparing 
digital objects for ingest into a repository, ingesting them into archival storage and 
providing access to the archived material. 
The system is easy to use, though as it draws heavily on the OAIS Reference Model 
some familiarity with that model is needed to understand the workflows Archivematica 
supports. 

● Swestore dCache
○ NSC
○ C3SE
○ HPC2N
○ Lunarc

● Swestore iRODS
○ PDC
○ NSC

● Backup & Tape Infrastructure
○ PDC
○ NSC
○ HPC2N

https://www.archivematica.org/
https://www.archivematica.org/
http://www.dcc.ac.uk/resources/briefing-papers/introduction-curation/using-oais-curation


... and now Ilari Kungliga Korhonen
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SNIC (Storage) Activity Plan: 2017
● Upgrade dCache to the latest version, which has many 

improvements for operational stability and service replication;
● Create an usability workgroup to make Swestore easier to use;
● Create new access methods (suggestions are SFTP and 

RSYNC);
● Enter more identification methods except user certificates 

(suggestions are username and password);
● Thorough documentary review;

● Harmonisation of operational procedures and processes;
● Common documentation with dCache;
● Improvement on Monitoring, Alerting and Log Management

● Server SW upgrades;
● Upgrade of Tape Infrastructure  (NSC and HPC2N);
● Investigate how off-site copies of backup data will be handled in 

the future;

● Swestore dCache
○ NSC
○ C3SE
○ HPC2N
○ Lunarc

● Swestore iRODS
○ PDC
○ NSC

● Backup & Tape Infrastructure
○ PDC
○ NSC
○ HPC2N



SNIC (Storage) People

People 

○ Jens Larsson
○ Olof Mohill
○ Robert Grabowski
○ Alex Contis
○ Ilari (Kungliga) Korhonen
○ Krishnaveni Chitrapu
○ Janos Nagy
○ Peter Gille
○ Niklas Edmundsson
○ Ragnar Sundblad
○ Andreas Johansson
○ Dejan Vitlacil
○ … and more

● Swestore dCache
○ NSC
○ C3SE
○ HPC2N
○ Lunarc

● Swestore iRODS
○ PDC
○ NSC

● Backup & Tape Infrastructure
○ PDC
○ NSC
○ HPC2N


