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Step back in time to 2014….

- Ebola became a global 
epidemic

- We started the search for 
MH Flight 370

- Fleetwood Mac reunites
- Brazil hosts the world cup
- A robot lands on an 

asteroid
- Russia hosts the Olympics

- There was ~4 ZB of data in 
the world 

- Most everyone thought 
their big data lake would 
look like this 

- I was asked to help 
investigate how metadata 
would evolve for data 
management



In 2018 it is estimated there 
is over 25 ZB of data 
(heading to 45+ ZB by 2020)

The sad reality is that many 
data lakes resemble this



Automated metadata generation, ingest, index, and search help tremendously
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But still struggle with time 
varying and complex 
context metadata

Why?

Because we build systems, 
ontologies, indexes, 
workflows, etc. to fit how 
the machine processes 
information, not how we 
want to process data. 



Eliminate data
(destroy intermediate data, 
assume it is cheaper and 
possible to recollect data)

Keep minimal copies 
(one)

Pay per use (copies / 
transfer / or both)

Add to this the explosion of data growth and associated costs.  
It leads to some interesting data management practices.  

(This is not fiction, it is happening today.)
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User commands (subset)
iinit
iput
iget
imkdir
ichmod
irm
ils
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Graphical Collection 
Management

Automated metadata 
extraction framework

Metadata templates Metadata searching
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Note: The logo designs scattered in this presentation are examples of logo designed that were considered, but not chosen.  They added here for a bit of fun.



•

•

•

•

•

•

•

•

•

•

•

•

•

•

•



•
•

•

•

•

•

•
•

•

•

•



•
•

•
•

•
•
•

•

•
•

•

•
•
•
•

https://github.com/irods-contrib/metalnx-web
https://github.com/irods-contrib/metalnx-rmd
https://github.com/irods-contrib/metalnx-msi
https://github.com/irods-contrib/metalnx-irods-test-connection


Metalnx Structural Model

Metalnx is designed to run alongside of 
iRODS or on an iRODS server.

Metalnx can scale for capacity by 
deployment of multiple instances.  

Metalnx database can be Postgresql or 
MySQL. 

Metalnx database can be on a separate 
database server or co-located with iRODS.  

Network

System_A (icat)
iCAT server,

local storage resources

System_B (resource)
iRODS resource server, 
local storage resources

System_C (metalnx)
MetaLnx service

iRODS
grid

User clients

RMD Process 
& u-services

RMD Process 
& u-services

metalnx 
Application

metalnx 
RDBMS
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Old

New




