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Agenda

▪ The Flemish Supercomputing Center (VSC)

▪ Tier-1 Data project 

▪ What

▪ Why

▪ How

▪ Pilot projects

▪ Future plans



iRODS user evolution
iRODS Team

Months since first iRODS installation ...

WE
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The Flemish Supercomputing Center
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STEVIN HYDRA HOPPER/LEIBNIZ THINKING/GENIUS

Tier-2

BrENIACTier-1

Tier-0

VSC HPC landscape
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Tier-1 Compute

But …

SuSE

Kubernetes

Interactive work

Containers Portals

Windows

Workflow managers

Open science

Collaboration Databases
Ubuntu

Data management
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Tier-1 Compute

Tier-1 DataTier-1 Cloud

Tier-1 Supercomputing as a Service

Flexibility
Storage capacity
Data management
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Tier-1 Data service



Tier-1 Data

Research Data repository with data management features

RESOURCES WHAT ADDED VALUE

✓ ACTIVE DATA
✓ MANAGE DATA
✓ SHARING WITH OTHERS
✓ SEARCH AND DISCOVER

✓ STANDARDS 
✓ BEST PRACTICES
✓ AUTOMATION



Project 
proposal

Project 
start

Planning

Data management plans
Copyright, ethics, usage of data

Collect
Create Use

Active Research

Documentation
Metadata
Storage en backup
Access control

Analyse

Pre-publication/Active Data Post-publication/Inactive Data

Sharing/Reuse

Publication End 
project

Publication
Link with ‘persistent identifiers’
Discovery and reusage
Long term preservation

Share with
collaborators

Regional / domain specific  
repositories

Tier-1 Compute Tier-1 Cloud

HPC 
users

DMP online VSC Tier-1 Data

Institutional repositories

Tier-1 Data in the research Data Lifecycle



The RDM landscape

Datastewards

Researchers

External



The challenge
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"Data platforms that work for every 
use case, 
exists only in marketing brochure” 
Nirav Merchant 



Divide and conquer!
Pilot selection

Shared workflows

User Base

Domain Policies

User Metadata 

Tools and libraries

Base configuration

Tools and libraries

General Policies

Metadata standards

Performance 

Domain Specific

General use

Icons made by Freepik, Those Icon, Kiranshastry, Pixel perfects, fjstudio, Eucalyp from Flaticon www.flaticon.com

Collaboration 

Shared datasets

Community impact

https://www.flaticon.com/authors/freepik
https://www.flaticon.com/authors/those-icons
https://www.flaticon.com/authors/those-icons
tps://www.flaticon.com/authors/kiranshastry
https://www.flaticon.com/authors/pixel-perfect
https://www.flaticon.com/authors/fjstudio
https://www.flaticon.com/authors/eucalyp
http://www.flaticon.com/


Goal of the pilots

Implement and experiment data management procedures

Icons made by Freepik from Flaticon www.flaticon.com

Test iRODS configuration and capabilities in a real environment

Gain experience on the development of iRODS rules for a real use case

Test interoperability with other repositories and services

https://www.flaticon.com/authors/freepik
http://www.flaticon.com/


Sep 2019
Installation iRODS

Dec 2019
Storage and servers
3 PB (POSIX) + 600TB (Ceph)

June 2020
Start pilot Climate group

Dec 2019 
Architecture definition
iRODS consulting

Apr-May 2019
Installation Pilot Storage
IRODS configuration
Tests

Where are we? 
Oct 2019
iRODS consortium
membership

Jul 2020
Start humanities and arts pilot

Icons made by Freepik, Those Icon, Kiranshastry, Pixel perfects, fjstudio, Eucalyp from Flaticon www.flaticon.com

https://www.flaticon.com/authors/freepik
https://www.flaticon.com/authors/those-icons
https://www.flaticon.com/authors/those-icons
tps://www.flaticon.com/authors/kiranshastry
https://www.flaticon.com/authors/pixel-perfect
https://www.flaticon.com/authors/fjstudio
https://www.flaticon.com/authors/eucalyp
http://www.flaticon.com/


Posix Resc1 Ceph Resc3

VSC iRODS
1 zone

iCAT

Rule 
Engine

iCommandsYODA PRC-Python API
DAVRods

User 
Clients

DC Heverlee DC Leuven

Posix Resc2
Replica Resc1

VSC Tier-1 

Tier-1 Data architecture

3km

HA

MySQL
cluster

VSC Tier-2 

iCommands



19

Use case: Earth Science pilot

Remote Sensing and Data Assimilation 
(RSDA)
Gabrielle De Lannoy 

Regional Climate Studies (RCS)
Nicole van Lipzig

BCLIMATE Group 
Prof. Dr. Wim Thiery

Hydrology and Climate team 
(HCG)  
Prof. Dr. Diego Miralles 

VITO 
Dr. Hendrik Wouters



Earth Science pilot: workflow

Data sources
• CMPI6
• CORDEX
• LUMIP
• …

Landing zone

Resc 1 Replica 0

Resc2 Replica 1

Tier-1 Data Tier-1 Compute

BrENIAC

Extract metadata (known fileformats)
Add custom metadata
Calculate checksum
Quality control
….

HPC Parallel Filesystem
GPFS

Stage-in

Stage-out

Submit 
job

Climate simulations

NetCDF
microservices

Automatic ingest
Landing zone

PRC/icommands
VSC PRC tools
Moab/torque integration

NetCDF
microservices

PRC/icommands
VSC PRC tools
Moab/torque integration

Metadata
Templates

Metadata
Templates



Use Case: Humanities, social sciences and arts (CLARIAH-VL)

Data sources
Landing zone

Replica 1

Replica 2

Tier-1 Data

Tier-1 Compute

BrENIAC

Extract metadata (known fileformats)
Add custom metadata
Calculate checksum
Quality control
….

HPC Parallel Filesystem
GPFS

Stage-in

Stage-out

Submit 
job

Tier-1 Cloud

Access 
portal

Stage-in

Stage-out Data 
analysis

SOTA models Training

Humanities  
Research  
Datasets

CLARIAH-VL

Published Data/Preservation
RDM repositories 
Institutional / International

Automatic ingest
Landing zone

PRC/icommands
VSC PRC tools
Moab/torque integration

PRC/icommands
VSC PRC tools
Moab/torque integration

Metadata
Templates Metadata

Templates

PRC/icommands
VSC PRC tools
Tickets

Microservices
Own development



Sep 2020 
RFP Storage infrastructure
2 x 10PB storage

Jun-Dec 2020 
Start Close pilot by invitation

�

Dec 2020 
Exploitation models

2021 
Production?

Where we want to go?

Jan-Feb 2020 
Installation Storage

Dec 2019 
Evaluation pilot
Adjust configuration
Plan next steps

Jun-Jul 2020
Training 



Tier-1 Data: the team

User Support
User tools
Policies
Documentation

iRODS middleware

Storage

Paul 
Borgermans  

Mustafa 
Dikmen  

Maxime 
Van den Bossche   

Peter 
Verraedt

Tom 
Vanmierlo

Kristoff 
Van Buggenhout 

Bart 
Vanneste~ 4 VTE



Thank you!
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