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Motivation

• 11 iRODS instances in production

• Each with own zone

• Importance of robust monitoring

• Visualised data 

• Service insights for us

• Accessibility for customers
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Our dashboards

• Choice of Grafana

• Standard set of dashboards 

• Customers have read-access

• Demo...



To the dashboards...
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Alerts

• Passive signalling: overview 
dashboards

• Active signalling: alerts  

• Servers and resources uptime

• Every 5 minutes

• Email alerts to team

• Next: storage usage 
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Automation

• Grafana library panels

• Dashboard variables to make 
customer-specific

• Tailored automation

• Python script/Grafana API

• (Re)create dashboards 

− Dashboard templates

− User config



Extracting the data
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SURF Monitoring: Architecture
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SURF Monitoring: metrics collection

• iRODS metrics:

o Python iRODS client scripts

o iRODS rule files

o Bash scripts

o Cronjob daily tasks for script execution

• System metrics 

o Via metricbeat
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SURF Monitoring: pros & cons

• Pros:

o Each VM collects and reports its own metrics. Customer isolation.

o Opensearch and Grafana are outside SURF infrastructure. Grafana 
dashboards are still visible (with historic data) if SURF infra is 
unreachable.

o Grafana dashboard access via SSO

• Cons

o Logstash: single point of failure.

o Opensearch shards are costly
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SURF Monitoring: Operations

• Monitoring configuration management via internal git repo. 
Parameters are isolated per customer.

• Configuration deployment via salt 

• User access: credentials via SSO and secure access via SSL.
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SURF Monitoring: Next steps

• Better error handling/reporting (WIP) along the monitoring stack

• Add new metrics

o Uptime of different components

• Dedicated analytics compute resources

o Computing checksums, comparing large lists are CPU/memory 
intensive tasks

• Collect iRODS metrics via audit plugin



Questions?
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